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Breast cancer is a significant factor in female mortality. Automated identification and 
classification of breast histopathology image tissue characteristics using computer-
aided diagnostic tools is an important step in disease identification and therapy. In 
this work, we propose an automated classification system which is based on mixing 
pre-trained deep Convolutional Neural Networks (CNN) as a feature extractor, and 
multilevel hand-crafted features. The pre-training models are used: ResNet18, 
Inception ResNet v2, ShuffleNet, and Xception. These hand-crafted features are 
extracted using Haralick textures, Rotation and Scale-invariant Hybrid image 
Descriptor (RSHD), Local Diagonal Extrema Pattern (LDEP), Speeded up robust 
features (SURF), Colored Histogram, and the Dense Invariant Feature Transform 
(DSIFT) set. All extracted features are reduced by the feature selection method 
(PCA) and used as a feature vector for the training of three classifiers: Support 
Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbor (KNN). We 
evaluate the efficiency of the proposed methodology for public microscopy. The 
ICIAR-2018 dataset contains histopathology images of four classes: invasive 
carcinoma, in-situ carcinoma, benign tumors, and normal tissue. Experimental results 
show the accuracy of the proposed method at 96.97%. 

 

 

1. Introduction  

 Cancer is a disease that splits aberrant cells uncontrollably 
and destroys other healthy tissues, which eventually leads 
to tumors. According to the World Health Organization 
(WHO), cancer is the second largest cause of worldwide 
death, and in 2020 it will cause over 6,9 million deaths 
[1,2]. Breast cancer is one of the main fatalities in women's 
disease. It is caused by delays and errors in diagnosis. As 
a result, a field dedicated to the early detection and 
treatment of breast cancer in women is required. The 
primary objective is to create systems that allow for early 
cancer detection and diagnosis, so that people can be 
treated and totally cured if cancer is detected early. A 
number of imaging technologies, including ultrasound, 
magnet resonance imaging, digital mammograms (DM) 
and histology, can be used to identify breast cancer. Digital 
mammograms are saved and processed easily and are 
cheap and compatible. One of the disadvantages is, 
however, digital mammography has a lower area and a 
larger pretreatment need [4,5]. An MRI provides more 
information and can be used for inside tissue biopsy. MRI 
is dangerous as pregnant women are not allowed to use it, 
and in certain individuals, the chemistry used to improve 
MRI can cause allergic reactions [6].   
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Ultrasound imaging is considered beneficial for 
pregnant women. Nevertheless, due to a lack of picture 
consistency, it is unable to distinguish accurately between 
malignant and benign tissue. Images in histopathology 
operate better than other kinds of pictures. It can indicate 
a number of cancers and may be stored for a long time to 
be examined. The diagnosis might differ depending on the 
experiences of scientists in the analysis of histological 
images [7]. Because WSIs are quite large, diagnosing 
disorder kinds by monitoring any patches is difficult for 
specialists. These challenges can be overcome by the use 
of computer-aided diagnostic systems. A significant need 
for improving diagnostics equipment with computer 
support, therefore, which would decrease the workloads of 
pathologists by providing them with quick and accurate 
diagnostics [8]. 

Robust automatic image classification inside a 
computer's field of view needs methods for extracting 
highly distinct combinations of features. As a result, the 
significant topic of computer vision analysis focuses on 
methods for extracting such descriptors. These strategies 
are also classified as a set of features that are created by 
handcrafted methods or learning-based methods. 

Handcrafted descriptors square measure those which 
might be designed by researchers to extract specific 
characteristics of an image that involve finding the correct 
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trade-off between accuracy and machine performance. 
Another category of feature generation is feature learning-
based, supported by convolutional neural networks (CNN) 
[9,10], and mentioned as "deep methods" that play a 
supreme role in several medical tasks [9–11] Thus, breast 
cancer classification and detection [12, 13]. CNN is a 
multilayered neural network, learning a set of convolutional 
filters at each layer [14, 15]. In contrast to manual 
characteristics, deep learning networks evaluate incoming 
images by evaluating a number of features immediately 
acquired from training images [16]. 

Where data availability is limited, traditional or 
handcrafted features outperform deep features in being 
able to explain the high contrast of features. On the one 
hand, deep learning needs broad datasets to generalize 
well on the learned weights, and the availability of this data 
remains an obstacle to medical data, which constitutes a 
bottleneck for learning convolutional neural networks. In 
such cases, transfer learning techniques [17] are the best 
option for medical clinical images for classification 
activities. Another advantage of handcrafted feature 
extraction is that it correlates well with the visual features 
that clinicians specify. These features can be easily 
obtained by object level, spatial level, and neutral field 
rather than deep learning methods. In recognition of the 
benefits inherited from both handcrafted features and deep 
learning (DL) features, a few recent studies [18, 19] have 
combined them with different methods to create a 
classification of medical images. 

This work methodically conducted experimental work 
and led to the following contributions: 

• The handcrafted approach to feature extraction from 
histopathological images is applied using six feature 
extraction techniques (Table 1) and analyzing classification 
performance using three classic classifiers: KNN, Random 
Forest (RF), and SVM to find the finest classifier in a 
multiple-classification BC with handcrafted features. 

• The use of pre-trained Deep Neural Networks as 
feature extractors in breast cancer multiclass image-based 
classification utilising the ICIAR-2018 histopathological 
image dataset, including ResNet18, Inception ResNet v2, 
ShuffleNet, and Xception. 

• Different performance assessment criteria, including 
accuracy, precision, sensitivity, and F1 score, are used to 
assess the performance of classifiers. 

• This research compares the performance of 
handcrafted techniques with the technique of transfer 
learning and developed a computer-aided diagnosis tool 
based on ensembles of two approaches to the 
classification of breast cancer. 

Related Work  

Image interpretation is measured using deep features 
differently from handcrafted features. Handcrafted 
algorithms are inspired by human perceptions of things 
like color, scale, surface, shape, texture, depth, and the 
ability to distinguish an object from the background. The 
DL approaches, on the other hand, are pixel-based 

representations of the image features investigated via a 
wide range of iterations before the closest picture is 
converted. The previous majority of works for 
classification algorithms extracted features of nuclei and 
glands that have been segmented. In the experience of 
[20], which resulted in the object-level features extracted 
from nuclear structures for image-stained H & E having 
about 97 percent accuracy in detecting prostate cancer. 
Spatial features with regard to cell nuclei and glands have 
been openly utilized in previous literature [21-24]. Defect 
features and object-level spatial that include segmentation 
of the object before measuring features. 

Numerous machine learning techniques have been 
used to analyse the ICIAR-2018 histopathology images. 
They employed a fine-tuned version of ALEXNET to 
image breast cancer and called it TK-ALEXNET, 
achieving an overall accuracy of 57%. By combining 
VGG-16 and VGG-19 networks, [46] achieves an average 
accuracy of approximately 92 percent. [48] presented an 
approach based on Inception ResNet V2 that obtained a 
transfer learning accuracy of approximately 90%. When 
considerable data augmentation is used, Inception-v4 
outperforms the standard CNN baseline by a factor of 89 
[49]. In [50], it was proposed to use a hybrid Convolutional 
Neural Network (CNN) architecture. For four classes, 87.5 
percent classification accuracy was obtained. The authors 
of [51] developed a network architecture based on a pre-
trained Xception model that achieves a classification 
accuracy of 92.50 percent on average. We attained a 96.1 
percent classification accuracy on the test set using the 
hybrid deep convolutional neural network [52]. Recently, 
authors [53] The proposed automatic computer aided 
diagnosis (CADx) system divided the ICIAR-2018 data set 
into two classes. The benign group contains (normal and 
benign) images and the malignant group contains (situ 
carcinoma and invasive carcinoma) images and achieved 
accuracy 97.93 for binary classification.  

In our study, we modeled the images directly without 
using segmentation. Many of the current raw image 
investigations have been used to extract features from 
medical databases, most of which use deep learning 
techniques.; As with pre-trained CNN, features for transfer 
learning may be extracted. 

According to some research, they do not provide 
trained models already on independent sets of data 
quality features. Instead, they have been trained in 
advance on more massive data sets, but have been tuned 
to smaller and associated data sets, leading to improved 
output standards. For example, [25] was used by CNN to 
identify images of human epithelial-2, and discovered that 
the preset fine-tuned pre-trained outperformed those that 
had been trained from scratch on a smaller data set. In 
addition, it validated this technique in [26]. Many published 
research advantages of using deep learning classifiers, 
like classification of brain tumor histopathology images 
[27], breast cancer histopathology images [28-30]. 

There are also recent studies on the use of both 
HandCraft-Features and deep learning features. Use the 
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authors' [31] features HandCraft-along with deep learning 
features generalized to detect pathological images of 
breast cancer. They proposed a set of consecutive two-
step strategies for the first classification mitosis by 
featuring HandCraft and depth of learning separately and 
then integrating them into the second stage to get the best 
results. However, their approach focused on the 
characteristics of the object level, such as morphology, 
density, and texture, which involves the segmentation of 
the candidates before the extraction features. 

Similarly, authors in [32] stated that the combination of 
BoF and LBP descriptors with deep VGGf and Caffe-ref 
features with reduced dimensions improved classification 
accuracy. All these studies have paved the way for more 
open research possibilities of combining traditional 
HandCraft-Features with deep features where one 
approach inspires domain-specific responses; the other 
approach increases the generalizing capability. Through 
our efforts, we have thus sought to solve every single 
shortcoming of these literary works. 

• Use raw images without segmentation directly. 

• highlight the need for large-scale trials in order to 
identify models for the optimal performance of the 
ensemble methodology approach. 

• To validate our results using more appropriate 
performance measures. 

Methodology  

A. Deep Learning features extraction 

Like regular neural networks, other than Convolution 
neural networks contain some additional layers and 
consist of three main blocks: the convolution layer, the 
pooling layer, and the fully connected layer, as illustrated 
in Figure 1. The layer of convolution utilizes convolutional 
windows that convolve with the input image and extract 
features. Then reduce the size of the extracted features 
by the pooling layer to make them faster in processing. 
There are several types of pooling, such as max-pooling, 
min-pooling, and average pooling. Then, after passing 
through a fully connected layer, the output is predicted 
into classes. 

 

 

 

 

 

 

 

 

 

Fig. 1: Basic convolutional neural network (CNN) architecture 

Transfer Learning (applying a model that has already 
been trained on a large labelled dataset for another job). 
The fine-tuning technique and the deep feature extraction 
technique are the two basic strategies in Transfer Learning. 
As a result, in our strategy, we apply a deep feature 
extraction strategy to extract deep features from images 
and then classify the retrieved features using a computer 
classifier. By removing the entirely linked layer from the top 
layer of the pre-trained model. Following the max-pooling 
layer, features are retrieved from the convolutional layer, 
which is then followed by a global average pooling layer. 
After that, the obtained features are merged to generate a 
vector of features. In this work, four pretrained ConvNet 
architectures were used: ResNet18 [33], Inception ResNet 
v2 [34], ShuffleNet [35], and Xception [36] with their default 
parameter settings with an average pooling implemented in 
the Keras [37] deep learning library. 

B. Handcrafted feature extraction 

We used several handcrafted algorithms and their 
advantage is that they can turn raw images into feature 
descriptors without passing through the segmentation 
process. The handcrafted features are learned using 
descriptors such as Haralick Textures [38], Rotation and 
Scale-invariant Hybrid Image Descriptor (RSHD) [39], 

Local Diagonal Extrema Pattern (LDEP) [40], speeded up 
robust feature (SURF) [41], Colored Histogram [42], and 
Dense Scale Invariant Feature Transform (DSIFT) [43]. 

C. Proposed model 

Figure 2 depicts the suggested model's general 
architecture, which was created to produce a Breast 
Cancer (BC) classifier utilising histopathology image. The 
research methodology's output is based on five basic 
steps: Step1 (Input Data set), Step2 (image pre-processing 
and augmentation) and Step3 (feature extraction by two 
techniques). Hand-crafted features and transfer learning-
based model). In Step4 (dimension reduction technique), 
Step5 (classification technique and performance evaluation 
metrics). 

 Step 1 Input histopathology image dataset 

The dataset was made public in the context of the 
great ICIAR-2018 challenge. It includes 400 images in four 
categories: normal carcinoma, brain carcinoma, on-site 
carcinoma, and invasive cancer. Figure 3(a–d) shows the 
above four classes when the tissue is viewed under a 
microscope following suitable staining. 

 Step 2 pre-processing (Normalization and augmentation)  
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Histological images show inter-image variability 
regarding contrast and color. Image normalization may 
improve the system robustness for the training stage as 
well as the prediction stage. Since staining, acquisition, 
and digitization processes are performed in different 
conditions and laboratories, histopathology may show 
heterogeneity. The idea behind normalization is to allow a 
robust classification framework and to avoid learning 
outfitting. We investigated the effectiveness of popular 
stain normalization techniques based on the Retinex theory 
developed by Land and Mc-Cann in [44]. 

The augmentation strategy is used as a preprocessing 
strategy to prevent problems with limited data size and 
unbalanced data. This pre-processing approach helps 
reduce overfitting in the case of the CAD system. Medical 
imaging uses data augmentation techniques to cop, flip, 
rotate, translate, and interpolate images. We used rotation 
and horizontal flipping for the data increase strategy here. 
Due to the fact that histology images are rotation and 

reflection in nature, information might be lost if another 
strategy to increase is used. We rotated pictures by 90, 
180, and 270 degrees to increase the size of the training 
data set. 

Step 3 Feature extraction 

Feature extraction is the most essential stage in 
classification. Because each feature contains vital 
information. To extract features, two techniques were 
employed. Handcrafted features and a model based on 
transfer learning. 

Hand-crafted features 

In this, we have extracted features using Haralick 
textures techniques, Rotation and Scale-invariant Hybrid 
image Descriptor (RSHD), Local Diagonal Extrema Pattern 
(LDEP), Speeded up robust features (SURF), Colored 
Histogram, and Dense Invariant Feature Transform 
(DSIFT). 

Histopathology 

Image

Image Normalization

Image  Augmentation

Features vector

Classification

SVM

RF

KNN

 

Performance

analysis

  CNN as Feature Extractor

Image Pre-processing 

Hand-craft 

features

 SURF

Colored Histogram

Haralick

RSHD

DSIFT

 LDEP

  

ResNet18

Inception ResNet v2

Xception 

Shuffle NET

Dimension 

Reduction by 

PCA

 

Fig. 2: Proposed model 
 

 
 

Fig. 3: Histology images. (a) Normal tissue (b) Benign lesion (c) in situ carcinoma 
(d) Invasive carcinoma 
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Pre-Trained Feature Here, features are extracted using 
various variations of the CNN model, ResNet18, Inception 
ResNet v2, ShuffleNet, and Xception (pre-trained) models. 

Step 4 Dimensionality Reduction 

To minimise feature dimension, PCA is applied to 
feature vectors. The features are harmonized before PCA 
is used. PCA was only trained on a training set, and both 
the training and test sets were projected into a lower-
dimensional space. PCA is used with a 0.95 explained 
variance ratio. 

 Step 5 Classification 

 Three different classifiers are utilised (RF, SVM, and 
K-NN). The classifiers get the reduced images as feature 
vectors for classification. Every classifier is trained on a 
training set before being put to the test on a test set. 

Performance measures 

Several standard metrics are used to measure the 
success of the proposed diagnosis system: accuracy, 
recall, precision, F-measure  

Accuracy ( )
TP TN

AC
TP TN FP FN

+
=

+ + +
 

Recall ( )
TP

Sn
TP FN

=
+

 

Precision ( )
  

TP
Pr

TP FP
=

+
 

2 •  •  
( 1)   

  

precision recall
F measure F

precision recall
− =

+
 

Where TP (True Positives)-Correctly classified as 
having breast cancer, TN (True Negatives)-Correctly 
classified as not having breast cancer (False Positive)-
Classified as having breast cancer but actually they don’t 
have it. FN (False Negatives)-Classified as not having 
breast cancer but actually having cancer 

 Results and Discussion  

To evaluate the performance of the three classifiers 
along with all the handcrafted algorithms, a 10-fold cross 
validation approach was applied to the training set and 
then a test result was generated on the test set. 

A. Only handcrafted feature classification 

We discovered that among the six approaches tested, 
color histogram and RSHD performed substantially better 
(Table 1). The reason for this is that the color histogram 
and RSHD encode colors and are rotation and scale-
invariant. Because of the presence of proteins that respond 
to staining dye by generating a dark blue or purple hue for 
nuclei and a pink hue for cytoplasm in the cell, H & E 
stained histopathology images are extremely colour 
sensitive, and performing stain-color normalization as a 
preprocessing stage considerably enhances the colour 
features. However, all other handcrafted approaches 
employ the grey image as an input to further processing for 
color-sensitive histopathology images, resulting in the loss 
of critical information. The RF classifier yielded the highest 
classification results and dominated all other classifiers, 
followed by KNN and SVM respectively. The corresponding 
recalls and precision for different classifiers are shown in 
Figure 3. 

 
Table 1: Comparative performance measures for handcrafted feature classification (without PCA). 
 

Feature Extractors Classifier Accuracy (%) Recall (%) Precision (%) F1 Score (%) 

Haralick Textures 

SVM 44.44 43.48 45.45 44.44 

RF 45.45 43.48 47.62 45.46 

KNN 41.07 39.29 42.86 41.00 

RSHD 

SVM 77.4 79.75 74.63 77.11 

RF 80.65 81.08 80.25 80.66 

KNN 72.9 78.75 66.67 72.21 

LDEP [10] 
 

SVM 53.19 50.85 55.56 53.10 

RF 54.95 55.56 54.35 54.95 

KNN 52.63 55.56 50.01 52.64 

SURF 

SVM 47.93 47.37 48.54 47.95 

RF 45.41 43.55 47.62 45.49 

KNN 56.5 57.47 55.56 56.50 

Color (Colored 
Histogram) 

SVM 71.07 75 66.67 70.59 

RF 79.67 82.89 74.47 78.45 

KNN 75.84 79.75 71.43 75.36 

DSIFT 

SVM 62.78 67.74 57.47 62.18 

RF 67.26 71.59 62.5 66.74 

KNN 66.47 71.59 60.98 65.86 
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Fig. 3: Performance measures for handcrafted feature classification 

 

 
 

Fig. 4: Performance measures for deep feature classification 
 
Table 2: Comparative performance measures for deep features classification. 
 

Feature Extractor Classifier Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

ResNet-18 

RF 91.11 93.33 91.994 92.66 

SVM 91.11 92.86 90.701 91.77 

K-NN 88.52 88.00 93.094 90.48 

ShuffleNet 

RF 89.54 89.35 90.105 89.73 

SVM 89.79 89.66 89.005 89.33 

K-NN 86.28 89.21 88.195 88.70 

Inception ResNet 
V2 

RF 90.89 91.64 92.999 92.32 

SVM 91.23 92.2 93.8 92.94 

K-NN 88.25 90.69 92.28 91.48 

Xception 

RF 89.55 90.48 93.116 91.78 

SVM 89.07 87.93 89.586 88.75 

K-NN 86.91 87.50 88.826 88.16 
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B. Compare deep learning features and different 
combinations of them.  

On images using three different classifiers, RF, SVM, and 
KNN, we compared the performance of four pre-trained 
deep neural networks: ResNet18, Shuffle Net, Inception 
Resnet V2, and Inception-V3Net. With ResNet18, RF and 
SVM had the highest accuracy, but RF had the highest 
precision, recall, and f1score. The RF model is better than 
the SVM model at correctly classifying the positive class, 
which is always preferable in diagnostic histopathology 
practice. With Inception, ResNet V2 with SVM classifier 
had the best accuracy, precision, recall, and f1 score 
(Table 2, Figure 4), followed by ResNet 18 with RF 
classifier, which achieved the best performance. Table 3 
shows different combinations of four pre-trained networks 
(ResNet18, Shuffle Net, Inception Resnet V2, and 
Inception-V3Net). The better accuracy was achieved by 
combining (Inception ResNet V2 + ResNet-18+ Xception) 
with the RF classifier by 94.61 Accuracy, and combining 
(Inception ResNet V2 + ResNet-18) with the RF classifier 
by 94.19 Accuracy. 

C. Ensemble of deep feature classification, Ensemble 
of handcrafted feature classification, and Ensemble of 
deep + handcrafted features 

Table 4 using the ten-fold cross-validation procedure 
provides a comparison between the classification results 
achieved by the all-handcrafted features set, the all-deep-
learned features set, and combining the deep-learned 
features feature set with the handcrafted features. The 
best classification performance is obtained by combining 
the deep learning features set with the handcrafted 
features and processing these combined features using 
feature selection (PCA) to choose a combination of 
features, as shown in (Table 4, Figure 5). In fact, the RF 
classifier was able to classify histopathology images with 
the greatest accuracy of 96.97 percent, the best recall of 
95.88 percent, the highest precision of 97.88 percent, and 
the highest F1 of 95.87 percent. These results indicate the 
combined handcrafted features and deep learned features 
are able to achieve higher classification performance 
compared with the deep learned features alone and 
handcrafted features alone. The high classification 
sensitivity achieved by integrating the deep learning 
features feature set with the handcrafted features 
suggests that these combined features can detect positive 
breast cancers with high accuracy. 

 

 

Table 3: Comparative performance measures for different combinations deep features classification. 

Feature Extractors Classifier Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

ResNet-18 + ShuffleNet + Inception 
ResNet V2 

SVM 92.91 92.19 93.65 92.91 
RF 93.55 94.74 91.53 93.1 

KNN 90.91 88.89 93.02 90.91 

ShuffleNet + Inception ResNet V2 + 
Xception 

SVM 92.62 88.68 94 91.26 

RF 92.31 90.2 93.88 92 

KNN 91.3 84.8 92.17 88.33 

Inception ResNet V2 + ResNet-18+ 
Xception 

SVM 93.52 91.00 94.79 92.86 
RF 94.61 92.66 95.28 93.95 

KNN 93.67 94.81 92.41 93.59 

ShuffleNet + ResNet-18+ Xception 

SVM 94.32 95.4 93.26 94.32 

RF 93.87 88.62 95.61 91.98 

KNN 92.37 90.74 90.74 90.74 

ResNet-18 + ShuffleNet 

SVM 93.12 92.06 95.87 93.93 

RF 93.19 94.18 91.94 93.05 

KNN 90.85 89.58 94.51 91.98 

Inception ResNet V2 + ResNet-18 

SVM 93.86 91.82 95.28 93.52 

RF 94.19 92.80 95.87 94.31 

KNN 93.52 93.24 95.54 94.38 

ResNet-18 + Xception 

SVM 92.66 93.33 92.72 93.02 

RF 93.29 93.83 92.68 93.25 

KNN 91.21 91.74 93.46 92.59 

ShuffleNet + Inception ResNet V2 

SVM 93.14 94.00 94.00 94.00 

RF 93.85 94.32 93.26 93.79 

KNN 92.11 92.52 93.4 92.96 

ShuffleNet + Xception 

SVM 90.96 90.57 93.2 91.87 

RF 91.87 91.6 93.97 92.77 

KNN 91.63 91.38 93.81 92.58 

Inception ResNet V2 + Xception 

SVM 92.96 90.53 94.51 92.47 

RF 93.14 91.35 95.00 93.14 

KNN 92.91 93.01 93.66 93.33 



                                Amr H. Abedhaliem et al/Frontiers in Scientific Research and Technology 3 (2022) 1-10                                  8 

 

Table 4: Comparative performance measures Ensemble of handcrafted feature classification, Ensemble of deep feature 
classification 

Feature Extractors Classifier Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

All Hand-crafted features vector + PCA 

SVM 81.48 81.97 81.08 81.52 

RF 84.97 84.33 84.51 84.42 

KNN 80.14 81.65 77.92 79.74 

All Deep features vector + PCA 

SVM 91.44 91.59 91.31 91.45 

RF 94.83 94.34 95.24 94.79 

KNN 90.98 91.38 90.63 91.00 

All Hand-crafted features and all  Deep 
features ensemble + PCA 

SVM 94.97 94.55 95.42 94.98 

RF 96.97 97.88 96.83 97.35 

KNN 93.83 94.83 95.24 95.03 

 
 

 
 

Fig. 5.  Performance measures Ensemble of handcrafted feature classification, Ensemble of deep feature 
classification. 

 

Comparison with Similar Works  

Table 5 shows the image-wise comparison between 
our model and the most recent approaches that used the 
ICIAR-2018 dataset. Using the ICIAR-2018 challenge 
dataset, our model outperformed the most recent 
approaches. With a combination of all hand-crafted 
features, all deep features, and an RF classifier, it achieved 
an accuracy of 96.97 percent. 

Table 5: Comparative performance between our model 
and the most recent approaches that used the ICIAR-2018 
dataset 

Method Image-Wise (%) 

Nawaz W., et al. [45] 81.25 

Wang, Z., et al. [46] 90 

Ferreira C.A., et al. [47] 90 

Vang Y.S., et al. [48] 87.5 

Sarker M., I et al. [49] 89 

Guo Y., et al. [50] 77 

Kassani S. H., et al. [51] 92.5 

Alzubaidi , et a [52] 96.1 

Proposal  model 96.97 

 

 

 

 

Conclusion  

In this study, we compared handcrafted features to a pre-
trained model for multiclass classification of 
histopathological breast cancer images. The Deep 
Learning-based approach based on transfer learning as 
features extracted shows a remarkable performance 
superiority compared to handcrafted approaches. Among 
different combinations of classifiers, the better performance 
classification results achieved using handcraft approaches 
is 80.65% for four-class classification, while the best-
obtained classification accuracy using the Deep Learning 
approach is 91.11% for four-class classification. The best-
obtained classification accuracy using the all Deep 
Learning approach is 94.83%, and 94.61 % for combing 
(Inception ResNet V2 + ResNet-18+ Xception) for four-
class classification. Additionally, data augmentation 
techniques are used, which help to improve classification 
accuracy even further. Integrating Deep Learning 
approaches may be shown to be a superior technique than 
combining handcrafted features, according to our findings. 
Hence, better performance classification results were 
achieved by combining handcrafted features and deep-
leaning features with 96.79% for four-class classification. 
We looked at the results in terms of precision and recall, 
which is important when categorizing medical images since 
we want to correctly distinguish the tumour image. 
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